Case—Control Study

The case-control design provides a framework for
studying the relationship between possible risk fac-
tors and a disease by collecting information about
exposure from those with discase but only from
a fraction of the individuals under study who do
not develop disease. When the discase is rare, this
approach offers a major gain in efficiency relative
to the full cohort study, in which an investigator
seeks information on exposure for everyone. The
savings compensate handsomely for the loss in the
precision of estimates of parameters describing the
relationship between exposure and disease that could
have been obtained from studying everyone. In fact,

Wacholder S, Hartge P. Case-control studies. In Armitage P, Colton T, eds. Encyclopedia of
biostatistics. New York: Wiley, 1998;503-14.
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Table § Hypothetical full cohort study

Relative Relative
Discased Nondiseased Total risk? odds®
Exposed 16 99984 100000 3.60 3.60
Unexposed 40 899960 900 000 1.00 1.00

MRelative risk = (16/100000)/(40/900 000).
bRelative odds = (16/99 984)/(40/899 960).

the reduction in precision often is marginal. By col-
lecting data on exposure about cases, the subjects
who have developed discase, and controls, specially
selected subjects without disease, the case-control
design also compresses the time needed to complete
the study. In a classic case-coptrol study, Doll &
Hill {10} recruited 649 male lung cancer cases and
649 male controls during an 18-month period in Lon-
don. They were able to show a clear increase in risk
with increasing daily cigarette consumption in this
case—control study (see Smoking and Health). By
contrast, in a cohort study of an equal number of
men at the very highest risk - that is, very heavy
smokers above age 70 - one would expect to find
only a handful of lung cancer cases within 1.5 years,
not pearly enough to draw convincing conclusions
about the relationship between smoking and lung
cancer.

A hypothetic example illustrates the extent of
the savings. In Table 1 are displayed the results
of a cohort study of 1000000 individuals who are
followed for disease for one year; 10% of them are
exposed.

The expected results from a case-control study in
which all 56 of the cases from this cobort are studied
are displayed in Table 2. Expected cell counts are also
shown in Table 2. For example, the expected number
exposed among the 56 studied controls is calculated
as 56 x (99984/999944) = 5.6.

The estimate of the odds ratio for disease,
(16/40)/(99984/899960) in Table 1, equals the

Table 2 Expected values from case-control study in same
setting as Table 1

Diseased Nondiseased Relative

(cases) (controls) odds
Exposed 16 5.6 3.60
Unexposed 40 504 1.00
Total 56 56

estimate of the exposure odds ratio in Table 2,
(16/40)/(5.6/50.4). Both odds ratios equal 3.6004,
and approximate the risk ratio (see Relative
Risk) (16/100000)/(40/900000) = 3.60 to four
significant digits. Thus, the study of 112 individuals
would give the same estimate as the study of
1000000, apart from random variation. While the
95% confidence interval (CI) for the odds ratio from
the case-control study, (1.3-10.3), is substantially
wider than the CI (2.0-6.4) from the full cohort study,
using 5 x 56 = 280 controls instead of only 56 would
narrow the Cl for the case-control study to (1.8-7.2),
which is notably closer to that of the full cohort study.
This minor loss of precision is a small price to pay for
the savings in exposure assessment costs and in time
that may make feasible a study that would otherwise
be too expensive.

In principle, although not always in practice, all
case-coatrol studies yield an unbiased estimate of
the odds ratio and other functions of the odds. Most
are designed so that the odds ratio directly estimates
the relative risk or the incidence-rate ratio. How-
ever, only population-based case-control studies
that yield estimates of overall disease risk or rate in
the population permit estimation of exposure-specific
incidence rates and thus of all parameters that could
be estimated from studying the entire cobort.

Along with these considerable design strengths,
the case-control study has several weaknesses.
Incomplete or inaccurate ascertainment of outcome
and improper selection of controls can cause
selection bias. Retrospective assessment of exposure
history can lead to nondifferential and differential
measurement error and biased estimates of exposure
effects. As in any nonexperimental or observational
study, confounding can distort the estimates of
effect from a case-control study (see Bias iIn
Case-Control Studies; Bias in Observational
Studies; Bias, Overview; Measurement Error in
Epidemiologic Studies; Misclassification Error).
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The Range of Case-Control Studies

A MEDLINE search for papers published since
1992 found over 1500 entries per year mention-
ing case-control or one of its cognates, usually
case-referent. The case-control study is a funda-
mental tool of epidemiology with broad application
in arcas as diverse as the etiology of cancer and
birth defects, the effectiveness of vaccination and
screening for disease, and the causes of automobile
accidents.

Case-control studies vary greatly in scope, sources
of data, and complexity. At one extreme are inves-
tigations of an outbreak, which may include fewer
than ten cases (see Communicable Disesses). These
studies often encompass a wide-ranging, open-ended
examination of many exposures and host characteris-
tics of the cases. Often, the selection of controls can
precisely correspond to the source of cases because
there is a roster of the source population (for example,
in a hospital outbreak) or a convenient collection of
willing participants. At the other extreme are multi-
center, multiyear, highly focused studies of tens of
thousands of cases and controls. These are not com-
mon, because of their high cost. More typical are
studies of a few hundred cases and an equal num-
ber of controls selected without a roster, but with an
algorithm intended to represent the population from
which the cases arose. These intermediate-sized stud-
ies provide a practical approach when the relative risk
is expected to be around 2 or greater and the exposure
is reasonably common (10% or more).

Weaknesses of the Case-Control
Approach
Case-control studies, like cross-sectional and

observational cohort studies, suffer from the common
drawbacks of all nonexperimental, or observational,
research, stemming from the investigator’s lack
of control in assigning exposure. Foremost is the
absence of randomization as a tool for reducing
confounding. An observational study will not be as
reliable as a clinical trial for investigating questions
such as the effectiveness of a new treatment or
screening program.

Even though a case-control study has no intrin-
sic shortcomings compared exposuto a poncxperi-
mental full cohort study that collects information

on cveryone in the same setting, the case-control
design has often been disparaged as fundamentally
weaker than the full cohort study. Several concep-
tual, statistical, and practical reasons explain this
negative attitude. Many ecarly observers saw the
case-control study as a “backward cohort study”,
with inference made from effect to cause. It was
not obvious how to translate a difference in expo-
sure between cases and controls into a parameter
describing prospective risk until Cornfield in 1951
(7] showed theoretically that the exposure odds ratio
from a case-control study approximates the discase
risk ratio from a case-control study when the out-
come is rare. Selection bias can arise from poor study
design or poor implementation in choosing cases and
controls. Retrospective ascertainment of information
about exposure and confounders may yield inaccu-
rate data leading to bias. These issues are discussed
in detail later in this article.

Another apparent weakness of the case-control
approach is that ordinarily it yields relative but not
absolute measures of the effect of exposure on dis-
case. It is possible, however, to estimate exposure-
specific absolute risk and risk differences when the
crude risk of disease is known in the study popula-
tion (1, 7, 10, 30}.

Case-Control Study as a Missing-Data
Problem

A population-based case-control study can be
regarded as a cohort study with many nondiseased
subjects missing at random ([30). This view of
the case-control study helps to resolve many
conceptual issues. It reveals when and how a
broader class of parameters, including absolute risk
and risk difference, can be estimated. It clarifies
the requirements for proper control selection (see
Missing Data in Epidemiologic Studies; Missing
Data).

Consider a population-based case-control study
to examine the effect of an exposure on the risk of
developing disease. In the ideal study, the investi-
gator is able to identify all cohort members newly
diagnosed with disease during a specified follow-
up period. These people with disease, or a random
subset, become the cases in the study. Controls are
a random sample of the noncases. The investiga-
tors obtain information on exposure that preceded the
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time of onset of disease from these cases and con-
trols. Exposure information for those noncases who
never develop disease during the study period will
be missing at random if the investigator determines
whose exposure will be collected, based only on dis-
case status, which is known for individuals during
the specified time. Thus, the case-control study is
a missing-data problem, albeit with two unusual fea-
tures: the “missingness” is a planned maneuver rather
than an uncontrollable accident, and the ratio of miss-
ing to observed data can be extraordinarily high.
Under these assumptions, the cases and con-
trols will have the same exposure distribution as
the diseased and nondiseased, respectively, in the
cohort, and the investigator can estimate from the
case-control data all of the parameters estimable
from the full cohort study. Indeed, under these
assumptions, there are no intrinsic weaknesses to
the case-control design. This outlook recognizes the
prospective nature of the study, allows estimation of
all parameters available from the full cobort, includ-
ing absolute risk and risk difference, and demon-
strates why the controls selected should have the
same exposure distribution as other nondiseased indi-
viduals in the study population [30). The inference
from the missing data approach is identical to stan-
dard case-coatro] inference in this setting [30].

Case-Control Studies to Estimate a
Hazard Ratio

In the idealization described above, risk is described
as the probability of developing disease during a
fixed interval. If the study aims to estimate functions
of hazard rates of disease, or numbers of new
cvents per unit of person -time (see Person-Years At
Risk), the time element must be incorporated more
precisely. For instance, in the standard proportional
hazards analysis of the full cohort study designed
10 estimate the hazard ratio, the partial likelihood
compares the exposure of a case to that of the
members of the risk set; namely, all other members
of the cohort who are at risk at the time of the event
that defines when the cohort member became a case.

In the nested case-control study that would be
undertaken in the same cohort, as first described by
Thomas {27}, exposure from only a few randomly
selected members of each risk set is collected and
used in a time-matched case-control analysis, an

analog to partial likelihood. Again, except for the
use of fewer individuals, there is no intrinsic differ-
ence between the full cohort and nested case-control
analyses. All noncases in the risk set should be eli-
gible and equally likely to be sampled as controls,
even those who were previously selected as con-
trols or who later develop discase [15). Sampling at
event times should be mutually independent in the
nested study. :

The case-cohort design, first described by Prea-
tice [21], is a useful alternative with several practical
advantages. The controls are selected as a single sam-
ple or subcohort from the eatire cohort, including
cases. While the sampling is not time-matched, in
the analysis the likelihood at each event time uses
the exposures of the case and of the subcohort mem-
bers who are in the risk set at the event time. The fact
that the subcohort is a random sample of the cohort
leads to more flexibility in the analysis and allows
the same controls to be used for analyses of several
endpoints.

Design

There are three interlocking steps in planning the
design of a case-control study:

1. Investigators must decide whether a cobort or
case-control study is appropriate.

2. Investigators must determine who will be cases
and controls in the study and how to assess
exposure.

3. Investigators must decide on all the specific
details to be included in the study protocol.

Full Cohort vs. Case-Control?

The first decision required in planning a case-control
study is to determine whether the case-control design
is more appropriate than a full cohort design [29]. The
reasons for preferring a case-control study to the full
cohort study are almost always practical, revolving
around feasibility, economy, speed, and the need to
study multiple exposures or their joint effects. On
the other hand, a prospective cohort study sometimes
affords an opportunity to collect more reliable expo-
sure information, and can be used to study multiple
health outcomes simultaneously. It can offer slightly
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more statistical precision. Finally, justifiably or not,
the cohort study has more credibility.

Lower Cost vs. Higher Statistical Efficlency.
Studying fewer subjects reduces the cost but also
lowers the precision of the estimate of effect. When
the disease is rare, the impact will be very modest,
as the above example demonstrates. The variance
estimate of the log-odds ratio estimate from two-by-
two tables of the form in Table 1 or Table 2 is the
sum of the reciprocals of the cell entries, so the size
of the smallest cell in the two-by-two table is the
factor limiting precision. When exposure is rare, this
smallest cell almost always will be the number of
exposed cases. This quantity is the same in the full
cohort or in the case-control study performed in the
same setting. Thus, the relative efficiency of the case-
control study with k controls per case is k/(k + 1)
compared to the full cohort [28]. The choice of design
often boils down to whether to look for cases among
the exposed (as in a cohort study) or exposed among
cases (as in the case-control approach).

The clearest advantage for the case-control study
occurs when the outcome of interest is rare and
the exposure of interest is common. As the perceat-
age of individuals experiencing the outcome during
the follow-up period increases, the efficiency advan-
tage of the case-control design diminishes. As the
exposure of interest becomes rare, the ability of the
case-control study to estimate an effect diminishes
and a cohort design that ensures that individuals with
the rare exposure will be followed for discase may
become more advantageous. ’

Data Quality. Exposure assessment is the Achilles
heel of the case-control study. If information col-
lected retrospectively about exposure is of lower
quality than concurrent data, more nondifferential
misclassification or error, and consequently, atten-
uation of estimates of effect, almost inevitably ensue.
Worse still, exposure information that is self-reported
is susceptible to differential error or misclassification,
namely different error patterns in cases and controls.

The resulting bias can work to exaggerate, atten-
uate, or reverse the direction of an effect. While
differential error from interviews has been difficult
to establish conclusively in particular situations, it
seems realistic to assume that the accuracy and
thoroughness of reports from cases, who are touched
by the research question and whose lifestyle may be

affected by the disease, will be greater than for con-
trols. The effect of differential error is often called
report or recall blas. Some nutritional epidemiolo-
gists are extremely skeptical of dietary data collected
from cases and controls retrospectively, for fear of
differential misclassification (see Nutritional Expo-
sure Measures). By contrast, when previously writ-
ten records are the source of exposure information,
the errors are no different from those in a full cohort
study. So a retrospective or even a prospective full
cohort study would not automatically have higher
data quality. Correspondingly, collection of reliable
information on outcomes in all members of a cohort
or a case-control study is also a challenge, especially
for softer endpoints, such as infertility.

Other Sclentific Issues. Apart from considera-
tions of efficiency, reflecting the rarity of disease and
exposure, other considerations come into play. When
confounding poses a major problem for a study, accu-
rate confounder assessment may dictate one design
or the other. The need to study multiple exposures
magnifies the advantage of the case-contro! design,
while a cohort study allows additional outcomes to be
included in the study with little increase in cost. Some
well-established cohorts {37) have demonstrated that
results on the relationships between multiple expo-
sures and multiple exposures from a full cohort study
can justify its substantially greater cost relative to a
single case-control study.

Credibility. While most researchers and journals
now appreciate the case-control design, some still
consider case-control studies automatically suspect
{11]. While this attitude is becoming less widespread,
it may affect how one's work is accepted.

Choice of Setting

The specific setting for the study must be chosen
within constraints imposed by logistics, convenience,
and cost. Investigators must also consider the key
factors that determine the quality of a case-control
study in a particular location. How complete and
accurate will the case ascertainment be? How rapidly
will investigators receive reports of cases, thereby
reducing the influence of the postdiagnosis period,
such as effects of treatment, and the npumber of
fatal or debilitated cases who might be excluded or
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whose exposure information may need to be collected
from a proxy, such as a spouse or child? Is there
a roster or sampling frame, possibly from electoral
lists or a health insurance plan (see Administrative
Databases), from which to select suitable controls?
Are written records available to evaluate exposure,
thereby reducing the possibility of differential mis-
classification? Are participants likely to give reliable
information on exposure or confounders, including
perhaps family medical history, prescription drug use,
or highly personal questions about sexual history or
a previous abortion? Are participation rates likely
to be high? (see Nonresponse). Will participants be
amenable to a procedure needed for the study, such
as blood drawing for assessing a biomarker? What
is the rate of occurreace of events and how will it
affect the amount of time needed in the field? Is
there enough heterogeneity of exposure to reduce the
cost of a study and the number of subjects needed to
achieve a specified precision?

Case-control studies can be oriented toward mea-
suring the effect of exposure on discase prevalence,
cumulative hazard, or incidence rate. Thus, the
temporal perspective must be considered. Ought the
study be limited to future cases, or can previously
diagnosed individuals be used? Using only those
cases that are newly diagnosed (Incident cases)
generally works to improve case ascertainment and
participation, reduce reliance on proxy respondents
for dececased or disabled cases and simplify control
selection, but is slower and more costly. One subtly
different definition of cases produces an estimate of
cumulative risk rather than incidence density ratio;
namely, when cases are all subjects who developed
disease throughout the duration of follow-up of a pop-
ulation. Finally, discases with poorly defined onset
and long duration call for prevalence studies, with
the definition of cases correspondingly changed to
subjects who have the disease at the specified point
in time, regardless of when they first developed it
(see Case-Control Study, Prevalent).

Case and Control Selection

Case and control selection must be defined together
because they are intrinsically linked. Miettinen’s {20}
concept of the study base helps to clarify this connec-
tion. The study base at a given time consists of those
individuals who would become cases in the study if
they developed disease at that time. When the study

base is well-defined, the study is called a primary-
base study or a population-based case-control study;
cases are simply those members of the study base
who experience the outcome and controls can be a
random sample from the base. In this situation, it
is possible to determine whether any individual is
in or out of the study base at a given time and
whether that individual is eligible to be a case or
control in the study. The problem is making sure
that all cases in the base come to the attention of
the study investigators. The alternative starts with a
set of cases, perhaps chosen for convenience, as in
a hospital-based case-control study of ltung cancer
diagnosed at a single hospital during a single year. In
these secondary-base studies, the study base is poorly
defined because it is not always clear whether an indi-
vidual who did not develop disease would have been
a case in the hypothetic circumstance of development
of disease. With no way to know whether a potential
control would have come to the study hospital upon
development of disease, random sampling for control
selection is impossible. Thus, these secondary-base
controls must be assumed to be an approximation to
a hypothetic random sample that could characterize
the study base. So in the primary base study, the dif-
ficulty is finding the cases, while, in the secondary
base study, the difficulty is ensuring an appropriate
set of controls.

Case Selection. In the idealized case-coatrol
study, all subjects with discase in the study base
(or a random sample of them) become cases. In
reality, some cases do not come to the attention of
the investigators, some individuals are falsely called
cases when in fact they do not meet the diagnostic
criteria, and some eligible cases refuse to participate.
In a study of male infertility, factors that lead to
someone to regard lack of children as a problem
might appear as risk factors because of differential
case ascertainment [31]. Inaccurate and incomplete
case ascertainment can create selection bias as well
as reduce precision. When there is ambiguity as to
whether someone truly developed disease, as in the
absence of a definitive pathology report, the standard
practice of excluding the case is not harmless, if
those lacking information have different exposure
distributions than those with the information, perhaps
because they are seen at a hospital in a poorer
area [29].
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Principles of Control Selection. There are three
principles that underlie control selection: study-base,
comparable-accuracy, and deconfounding (31]. The
essence of the study-base principle is that controls can
be used to characterize the distribution of exposure
in the study base from which the cases arise. The
comparable-accuracy principle calls for equal relia-
bility in the information obtained from cases and con-
trols so that there is no differential misclassification.
Thus, a study of drug use during pregnancy as a risk
factor for a specific type of birth defect might call for
a coatrol group of childrea who experienced a com-
parably serious outcome at birth so that the mothers
of cases and controls would be equally likely to recall
exposure during pregnancy accurately. The decon-
founding principle allows elimination of confounding
through control selection, such as through matching
or stratified sampling, to be a consideration in con-
trol selection. These principles may conflict with one
another and may have strong negative impacts on
efficiency. They should not be regarded as absolute,
but rather as points to consider in choosing a con-
trol group.

Controls for Studies with a Roster. In fortuitous
situations, the investigator can use a roster listing all
individuals and the period when they are in the study
base. Investigators can then sample at random from
the roster to satisfy the study-base criterion.

Controls for Primary-base Studies without a
Roster. When a roster is not available and
cannot be created from electoral or town residence
lists, it is impossible to generate a random sample
directly. A commonly used approach when there
is no roster is random digit dialing (RDD)
(34), an efficient way to generate a near-random
sample often used in public opinion polling. RDD
relies on dialing telephone numbers according to
a strategy that yields representative samples. RDD
suffers from several potential biases. RDD will not
select individuals without phones, although it can
compensate for households with multiple telephone
lines. Furthermore, many people refuse to respond
to telephone surveys, especially since the advent
of answering machines (see Telephone Sampling).
Empirically, controls chosen by RDD seem to be
of higher socioeconomic class than a truly random
sample would be. This violation of the study-base

principle may be alleviated by adjustment for income
or socioeconomic status.

Requirements for individual controls vary. In
incidence-density sampling [14, 19, 22], used most
commonly in primary-base studies, controls must
be discase free at the time of diagnosis of the
case to which they are matched. As in the pested
case-control study, this design allows estimation of
an incidence rate-ratio (and relative hazard) and
eliminates the need for the rare-disease assumption
[14, 19]). For cumulative-incidence sampling, con-
trols are selected from among those who survive the
study period without developing disease. Cumulative-
incidence sampling of controls allows estimation of
the risk ratio (relative risk), which approximates the
relative hazard only when the rate of discase is low.

Secondary-Base Studies. Some discases, includ-
ing those not consistently detected in the general
population, dictate an alternative to primary-base
studies. For example, when case identification is
incomplete, population controls may not be appro-
priate when completeness of case identification is
differential by exposure and the selection bias cannot
be corrected by adjustment for another variable. The
most common secondary-base study is the hospital-
based case-control study. Controls are patients seen
at the same hospital as the cases, but for a differ-
ent condition. This approach works well whea two
requirements are met. First, both cases and controls
must be people who would have presented at the
same hospital if they had either the case-defining
illness or the control-defining condition. Secondly,
the conditions used to select controls cannot be asso-
ciated with the exposure. If these requirements are
met, the distribution of the exposure in the coatrols
reflects the distribution in the study base. The inves-
tigator seldom knows with certainty that both criteria
are met, so compliance with the study-base criterion
remains hard to verify convincingly.

A possible advantage of the hospital-based con-
trol group is more confidence that the equal accuracy
criterion will be met. With equally serious illnesses,
cases and controls ought to provide similarly com-
plete and accurate reporting of past exposures. Thus,
for the study of a specific birth defect, controls could
be chosen from babies bon with another birth defect
of similar severity but known not to be related to the
exposure of interest. Using controls with cancer at
other sites for a study of a form of cancer may help
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with the equal-accuracy principle, but care must be
taken so that cancer at the control site is not related
to exposure.

Other Kinds of Control Groups. While popula-
tion and hospital controls are the most commonly
used kinds of control groups, investigators have used
other options [32]. Use of patients from the same pri-
mary care provider as the case helps to insure that a
control who developed the disease of interest would
have become a case in the study. Use of friends of the
cases can lead to bias in studies of factors related to
sociability. Use of relatives, often siblings, as controls
may reduce confounding by genetic factors. Each of
these control groups requires a careful selection pro-
cedure to make sure that individuals are not being
picked to be controls in a way that is related, directly

or indirectly, to the factors under study.

Design Options. Matching on well-established
confounders is a common practice in case-control
studies. In case-control studies, matching serves to
increase the precision of the estimated effect of expo-
sure by making the distribution of the confounder
identical in the cases and controls. Usually, the effi-
ciency advantage from matching is small, and may
not compensate for the extra cost and complexity,
the exclusion of cases for whom no match is found,
and the reduced flexibility of the analysis [33). Other
justifications of matching include control for non-
quantitative variables such as neighborhood and the
ability to control for confounding without making
assumptions about the effect of the confounder in the
risk model [33).

Only strong confounders should be considered
as matching variables. Two-phase designs, discussed
below, are more appropriate if one wants to estimate
the effect of a variable considered for matching.
Demographic variables such as race and sex and
temporal variables such as age and calendar year (or
decade) of first employment are the most suitable
matching variables. Matching is always inappropriate
on a factor that is a consequence of exposure.

Two-Phase Designs. These techniques [2, 36] (see
Case-Control Study, Two-Phase) are a more flexi-
ble generalization of matching, also used to increase
efficiency or to reduce the cost of exposure assess-
ment. In two-phase designs, detailed information on

exposures and confounders is not ascertained for
everyone, but only for subsets of cases and con-
trols, with the selection probability depending on case
status and on the value of another varisble that is
available for everyone. Instead of requiring, as in
matching, that the distribution of the variable be the
same in the control as in the cases, essentially arbi-
trary distributions in each group are specified. These
two-stage designs allow the estimation of both main
effects and interactions. For example, in a study
designed to investigate the joint effects of domestic
radon exposure, requiring expensive measurements,
and smoking, which is casier to ascertain, on the risk
of lung cancer, taking all cases and a random sample
of controls would lead to a study with a prepon-
derance of smoking cases and nonsmoking controls;
matching controls to cases on smoking status would
lead to small numbers of control nonsmokers as well.
The assessment of interaction is much more efficient
in the two-phase design where nonsmoking cases and
smoking controls are oversampled (35].

Sample Size. There is an extensive literature on

sample size determination for case-control studies
(4, 24, 25]. As in the full cohort study, needed sample
size is dependent on the variation in exposure in the
study base. A key point is that increasing the ratio
of controls to the harder-to-find cases increases the
precision of the odds ratio estimate in an increasingly
marginal way, especially for small effects. Ratios of
controls to cases beyond four or five are usually not
advisable because the successive gains in efficiency
diminish. Indeed, the asymptotic relative efficiency
for a study involving k controls per case is k/(k + 1),
which takes on values of 0.5, 0.67, 0.75, 0.8, and 0.83
for k from 1 through S {28].

Fieldwork

The best-designed study will not be convincing unless
the fieldwork is sound. In the field, case-control
studies face the usual challenges of observational
research: identifying all members of the study popu-
lation, achieving an adequate response rate, collecting
accurate data, and measuring potential confounders.
Most case-control studies include a questionnaire,
because seldom have all of the exposure variables
of interest been recorded in documents easily avail-
able to the investigator. Sometimes the study subject,
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or his surrogate, completes the questionnaire (“self-
administered™); alternatively, an interviewer can pose
the questions. A questionnaire can be computer-
jzed or on paper; an interview can be in-person or
by telephone (see Computer-Assisted Interviewing;
Interviewing Techniques; Questionnaire Design).
Depending on the hypotheses, investigators may also
collect biologic specimens, samples of the study sub-
ject's present or past environment, and permission to
contact agencies that have documented data about the
exposures.

The case-control design poses some specific prob-
lems, as well. Since the cases have already developed
the disease, it will not be possible to estimate the
effects of exposure measures that are distorted by
the disease, including weight and body biochemistry,
unless the investigator has access to stored measures
that were collected before discase onset. If it is not
clear whether a measure is likely to be valid once the
disease is clinically manifest, the investigator may
conduct a specific methodologic pilot study. Some-
times, it is possible to examine the effects specific
for stage of disease, in the expectation that post-
onset distortions will be more pronounced with more
advanced disease. In a similar fashion, the investiga-
tor will consider whether therapy influences the level
of the exposure variable. If so, then cases need to be
studied before therapy begins, or well after any of its
influence has waned.

Just as diagnosis and treatment of a serious disease
can cause biological changes in exposure variables,
_ they also can cause changes in a patient’s recollec-
tion or willingness to report various exposures. The
resulting recall bias does not always go in a par-
ticular direction; the specific exposure needs to be
considered, preferably with data on reporting bias
from ancillary sources. Some exposures lend them-
selves to internal validation by studying a higher-
quality exposure variable on a subset of subjects or
by collection of validation data from other sources,
such as medical records (see Validation Study). In
that circumstance, some or all of the subjects report-
ing an illness or hospitalization will be asked to give
permission for review of records; ideally, some of the
reports of no hospitalization ought to be selected for
review, too, although this is seldom practical. To min-
imize recall bias, the investigator also attends to the
exact phrasing of questions, trying to leave very lit-
tle room for interpretation or rumination. Sometimes
investigators attempt to blind the interviewer to the

case-control status of subject, but often the status of
the subject becomes apparent anyway (see Blinding
or Masking).

With access to prospectively collected data stored
in records, the investigator can avoid the problem
of differential misclassification stemming from the
fact of diagnosis. Even with stored records, how-
ever, one source of differential misclassification could
be present: minor abnormalities noted because of
greater medical surveillance of the exposed may not
have been detected in the unexposed (see Bias from
Diagnostic Suspicdlon in Case-Control Studies;
Bias from Exposure Suspicion in Case-Control
Studles).

Analysis

The goal of the analysis of case-control studies is
almost always to identify risk factors that are related
to disease and to determine whether in fact the risk
factors are causes of the disease (see Causation). As
in other nonrandomized situations, the analysis must
address the possibility of confounding and effect-
modification by measured covariates.

The primary difficulty that is inhereat to analy-
sis of case-control studies is that the sampling is
based on disease status while the parameters of inter-
est relate to risk or rate of disease. Thus, it is not the
difference in exposure frequency or means between
cases and controls that is of direct interest, but esti-
mates of the effect of determinants of disease oa the
rate of disease or on the probability of developing
disease.

The analysis of case-control data can be
exquisitely simple or tremendously complex. When
the exposure and discase are each dichotomous (see
Binary Data) and there are no other factors to
consider, the analysis reduces to a two-by-two table
of exposure by discase status. Originally, Comfield
(7] proposed that the odds ratio, or cross product
ratio in the two-by-two table could be used as an
estimate of the risk ratio (or relative risk) when
the disease was rare. Mantel & Haenszel {16]
developed an estimator and a test statistic that
could be used when combining tables over several
strata, thereby controlling for confounding. Exact
conditional approaches, not relying on asymptotic
theory, are also available for obtaining inference on
the common odds ratio, adjusted for confounders by
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stratification {3, 13, 18] (see Exact Inference for
Categorical Data).

While discriminant analysis seems a natural tool
to distinguish cases and controls, logistic regression,
in which the dependent variable is the logarithm of
the odds of disease, has two distinct advantages.
It allows for exposures, confounders and effect-
modifiers that are discrete or continuous, regard-
less of distribution [9] and yields valid estimates
of relative-odds parameters from case-control data.
Prentice & Pyke [23] proved that prospective logis-
tic modeling - that is, of discase as a function of
exposure - estimated relative risk parameters cor-
rectly and with full efficiency. If the sampling frac-
tions of cases and controls are known, as in some
population-based case-control studies, the intercept
estimate from the case-control analysis can be com-
bined with the ratio of the sampling fractions to yield
a valid estimate of absolute risk. Logistic regression
is now the most commonly used approach to ana-
lyze case-control data. Carroll et al. {6] extended
the Prentice-Pyke result to show that many varia-
tions of case-control designs could be analyzed by
logistic regression and given a prospective interpreta-
tion. Extensions to the logistic framework allow the
handling of more complex sampling schemes, such as
two-phase designs, of nonlinear regression effects of
covariates, and of altemative models of joint effects
of two risk factors, such as additive rather than
multiplicative effects.

Control for a small number of categorical con-
founders can be achieved by the Mantel-Haenszel
estimator of the odds ratio and comresponding hypoth-
esis test. These simple procedures have excellent
statistical properties. Nonetheless, logistic modeling
is used routinely, because of its greater flexibility,
for instance, in handling continuous variables [3]. In
most modern studies, there will be more than two
levels of exposure or one or more confounders and
effect-modifiers to consider.

The analysis of matched pairs with a single
dichotomous exposure variable uses only discor-
dant pairs. It takes the ratio of pairs with the
case exposed to those with the control exposed
as the odds ratio estimate. The corresponding test
of the null hypothesis that the odds ratio is one
is equivalent to the hypothesis that the number
of pairs with exposed cases among the discordant
ones is binomial with probability 0.5 (see Matched
Analysis; McNemar Test). While several extensions

r——

to more complex exposure variables and matching
schemes were developed, the breakthrough in the
analysis of matched data was the introduction by
Breslow et al. {5] of conditional logistic regres.
sion, which allows general matching schemes, arbi.
trary exposures, continuous or discrete confounders
(other than those used in the matching), and effect-
modifiers.

An important variation of the analysis of
case~-control data allows for estimation of a hazard
ratio rather than an odds ratio or risk ratio, as in
nested case-control and case-cohort studies [21,
26, 27). These designs are particularly useful when .
exposures vary with time, as does, for example,
lifetime exposure to an environmental or occupational
chemical. A conditional likelihood approach can be
used here as well as where the matching is on time.
In the contribution to the conditional likelihood at
each event time, the exposure is accumulated only
until the event time, exactly as if the analysis were
prospective and no future data were available [21].
Furthermore, the same structure of the conditional
likelihood as in the matched case-control study is
used. As long as the controls are sclected randomly
from those at risk - that is, including future cases
and independently of past use as a coatrol or time of
follow-up - the estimates of hazard ratio are valid,
again reflecting the close relationship to the full
cohort design. When the same controls are used for
cach case diagnosed during the control’s follow-up,
as in the case-cohort design, the estimates of the
hazard ratio are also valid, but the variance estimate
is more complex because the scores at each event
time are not independent.

In most reports of case-control studies, no esti-
mate of absolute risk or absolute rate is given. Meth-
ods are available for population-based case-control
studies when the crude risk of disease is known
{1, 7)., and generally for nested case-control and
case-cohort studies {17, 37). Furthermore, risk or
rate difference and other nonlogistic models can be fit
[30]. Methods for estimating the attributable risk and
its variance in a general setting are also available [8].

Summary
The case-control study remains the most popular

approach in analytic epidemiology because of its
relatively low cost and high speed. Ascertainment
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of disease, selection of controls and measurement
of exposure present substantial difficulties in almost
every case-control study, but a large body of epi-
demiologic theory and experience provides guidance
to meet these challenges.
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